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Abstract. In this paper (Part I), the special construction of a controlled parallel structure, called spatial servopneumatic multi-axles
test facility (MAP), will be theoretically and numerically investigated and controlled. The investigations include the following
steps: (i) design of mathematical models of different complexity of both, the test facility mechanics in terms of DAEs and
ODEs (a multi-body system which contains 13 rigid bodies under spatial motion, connected by joints), and the servopneumatic
actuators; (ii) construction of different linear and nonlinear (model based) control algorithms; (iii) development of a computer
simulation program of the MAP; and (iv) evaluation of various computer simulation runs, obtained by applying different control
algorithms and spatial command-input signals. The results show that the efficiency of the control algorithms is closely related
to their complexity and cost. In order to check the closeness to reality of the computer simulation results and their benefit for
industrial applications, laboratory experiments must be formed with the same MAP, the same control algorithms, and applying
the same command-input signals which have been used in the computer simulations. These experimental investigations will be
presented in Part II of the paper.

Key words: computer simulations, nonlinear control, quality check, servopneumatic actuator configuration, spatial multi-axles
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1. Introduction

Spatial feedback controlled parallel structures play an increasing role in various fields of industrial
applications such as manipulators, parallel robots (hexapods, delta robots, multi-axles test facilities,
and machine tools), in vehicle dynamics, in spacecraft applications, and even in medical engineering.
Due to their highly symmetrical structure, hexapods (sometimes called Gough or Stewart platform, see
[1, 2] and the Figures 1a and b) are currently the most popular representatives of parallel structures and
parallel robots both in various research projects (see [1–11]) and industrial applications (see [12, 13]).
Sometimes spatial parallel robots with more than six actuators (redundant actuator configurations) are
required in order to generate, study, and control the constraint forces. Then parallel structures may be
chosen that do not completely loose their symmetry by including one or several redundant actuators.
Here a robot design, called multi-axles test facility (MAP) will be discussed, that can be optionally
driven by redundant and non redundant actuator configurations (Figures 1c and 1d). Multi-axles test
facilities are extensively used in industry and spacecraft engineering for performing dynamic tests of
critical components of machines. Among those, hydraulic test facilities are used for testing heavy loads
(in earthquake and spacecraft tests) controlled by sinusoidal and by transient test signals (see [14–16]).
Transient tests of medium size loads and of small loads are often performed using servopneumatic test
facilities (see [17–22]). In this paper, a MAP which is driven by six servo-pneumatic actuators will be
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Figure 1. Drawings of different parallel robots.

investigated. Servopneumatic actuators are low-cost components that operate with the medium gas that
is everywhere available (on earth). On the other hand, due to the high compressibility and low viscosity
of gas, servo-pneumatic actuators are governed by complex nonlinear model equations (see [17, 23–27]).
As a consequence, a MAP which is driven by servo-pneumatic actuators is an interesting and useful
mechatronic system that requires sophisticated model-based control algorithms. The servopneumatic
test facility that will be discussed in this paper has been designed for quite different purposes. It serves:
(i) as a manipulator for precise, rapid, and large spatial motions; (ii) as a test facility for spatial vibrations
and transient tests of components and systems; (iii) as a flight and motion simulator; (iv) as an instrument
for experimentally testing different redundant and non-redundant actuator configurations and sensor or
observer configurations; and (v) as a vehicle for implementation and experimental testing of different
control and identification algorithms and safety concepts of parallel robots.

The test facility has been developed in several steps: In the first step, sophisticated mathematical
models of both the spatial test facility mechanics and the servo-pneumatic actuators have been derived.
Based on analytically computed model parameters of the test facility mechanics and on model parameters
of the actuators which were estimated by laboratory experiments, a computer simulation of the test
facility has been developed in step two. In the third step, sophisticated linear and nonlinear control
algorithms were derived based on the model equations of step one. The function and efficiency of the
control algorithms have been tested in computer simulations. In the fifth step, the test facility has been
constructed and built. Using the procedure of rapid prototyping, the control algorithms together with
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the required sensing elements were implemented in the electronic components in step six. In the last
step, a safety system of the test facility has been installed and the function and quality of the system have
been investigated in laboratory experiments. The results obtained by these investigations (mathematical
models, computer simulation programs, control and identification algorithms) can be directly applied
to quite different types of parallel robots (hexapods, MAPs, machine tools, etc.).

In Part I of this paper, the mathematical models of the spatial test facility (Section 2) and the control
algorithms (Section 3) will be presented. The efficiency of the different control loops will be investigated
in computer simulations (Section 4). In Part II of the paper, the laboratory set-up of the test facility will
be presented (Section 2). Various laboratory experiments obtained by applying different command-input
signals and nonlinear and linear controllers will be presented in Section 3, where the results obtained
by the laboratory experiments will be compared with the computer simulations.

2. Model Equations of the Test Facility

In this section, sophisticated model equations of the MAP will be briefly presented which have been
used: (i) in the theoretical analysis and design of prototypes of parallel robots and test facilities; (ii) as the
basis of computer simulations of the MAP; (iii) as a model hypothesis for identifying the inertia param-
eters of the MAP; and (iv) as the basis for deriving and implementing real-time model-based controllers.
The theoretical models of the MAP include model equations of both the test facility mechanics and the
actuators.

2.1. MODEL EQUATIONS OF THE TEST FACILITY MECHANICS

The mechanical model equations describe the spatial motion of 13 rigid bodies (test table, six actuator
pistons and six actuator housings), which are driven by six servo-pneumatic actuators (see Figure 2). The

Figure 2. Drawing of an actuator (housing and piston) and of the associated joints.
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actuator pistons are connected with the actuator housings by prismatic joints, the actuator housings with
the base by universal joints, and the actuator pistons with the test table by spherical joints (Figure 2).
The model equations of the 13 rigid bodies of the MAP are derived in detail in Section 8.4 of [29]. They
constitute a differential–algebraic system (DAE) of 78 nonlinear kinematic ODEs of the first order, 78
nonlinear kinetic ODEs, and 72 nonlinear algebraic constrained position equations which describe the
joints (see [28] and the Equations 8.154 of [29]). This DAE is projected down to the following system
of six nonlinear kinematic ODEs and six nonlinear kinetic ODEs in the six DOFs of the test table of
the MAP (see [28] and the Equations 8.227a and 8.227b of [29])

ṗ0 = T(p0) · v0, (kinematic ODEs) (1a)

M(p0) · v̇0 = −qG(p0, v0) − qW (p0) + JT
t6(p0) · Fk, (kinetic ODEs) (1b)

with the vector of the Cartesian coordinates of the test table

p0 := (
r R

PO
T
,ηT

0

)T = (
x R

PO, y R
PO, zR

PO︸ ︷︷ ︸
=:(r R

PO)T

, ϕ, θ, ψ
︸ ︷︷ ︸

=:ηT
0

)T
, (2a)

with r R
PO := r R

P0 O = (x R
PO, y R

PO, zR
PO)T as the displacement vector from the origin O of the inertial

frame R to the reference point P0 on the test table, represented in R, and with η0 = (ϕ, θ, ψ)T as the
“orientation vector” of the Bryant angles of the frame L0 (fixed on the test table) with respect to the frame
R, the velocity vector v0 = ((ṙ R

P0)T, (ωL0
L0 R))T ∈ R

6, with ṙ R
P0 := (ẋ R

PO, ẏ R
PO, ż R

PO)T,η0 := (ϕ̇, θ̇ , ψ̇)T,

and the angular velocity vector

ωL0
L0 R = AL0 R · H−1

0 (η0)η̇0, (2b)

with H0(η0) and T0(p0) = diag(I3, H0(η0) · ARL0 ) as the kinematic matrices of the test table and AL0 R

as the transformation matrix which maps the vector r from the frame R to the frame L0. The vector of
the forces and torques due to the weights of the 13 bodies is (see (8.228c) of [29])

qW (p0) := − f 0(p0) −
6∑

i=1

{
JT

ri
(p0) · P̃r (zi ) · zLi

Ci Pi
· ALi R(p0) · Pr (zi ) · mi

+
[

I3

r̃ L0
Si P0

· AL0 R(p0)

]
· Pr (zi ) · mi+6

}
· g, (2c)

with mi as the mass of body i (i = 1, . . . , 13), zi as the displacement coordinate of the actuator i , Pr (zi )
as the abbreviation of the unit vector (0, 0, 1)T, f 0 (p0) as the vector of the external forces and torques
which act on the body 13 (end effector, i = 13), and with “∼” as the tilde operator which stands for the
vector product (for example r̃ ·ω = r ×ω). The matrices JT

ri
(p0) and J t6(p0) are the Jacobian matrices

of the inverse kinematic relations of the robot (see Comment 1). The generalized mass matrix of the 13
rigid bodies is (see (8.228a) of [29])

M(p0) := M0(p0) +
6∑

i=1

{
JT

ri
(p0) · (

JLi
Pi

+ JLi+6
Ci+6

) · Jri (p0)
} + JT

t6 (p0) · Mk · J t6 (p0)

−
6∑

i=1

{[
I3

r̃ L0
Si P0

· AL0 R(p0)

]
· mi+6 · ARLi (p0) · P̃r (zi ) · t̄ti (p0) · Jri (p0)

}
(2d)
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with M0(p0) ∈ R
6,6 as the generalized mass matrix of the end effector, Mk = diag(m7, . . . , m12),

and JLi
Pi

and JLi+6
Ci+6

as the inertia matrices of the housing and piston of the actuator i . The vector of the
centrifugal forces and gyroscopic terms is (see (8.228b) of [29])

qG(p0, v0) := JT
t6 (p0) · Mk · J̇ t6 (p0, v0) · v0 − qG0

(p0, v0)

+
6∑

i=1

{
JT

ri
· (

JLi
Pi

+ JLi+6
Ci+6

) · J̇ri (p0, v0)

+ JT
ri

(p0) · ˜(Jri (p0) · v0) · (
JLi

Pi
+ JLi+6

Ci+6

) · Jri (p0)
} · v0

+
6∑

i=1

{[
I3

r̃ L0
Si P0

· AL0 R(p0)

]
· mi+6 · ARLi (p0) · {

˜(Jri (p0) · v0)

· (Pr (zi ) · Pr
T(zi ) · ALi R(p0) · [

I3, − ARL0 (p0) · r̃ L0
Si P0

]

+ P̃r (zi ) · t̄ti (p0) · Jri (p0)
) + P̃r (zi ) · (

Pr
T(zi ) · ALi R(p0)

· [I3, − ARL0 (p0) · r̃ L0
Si P0

] · v0 · Jri (p0) + t̄ti (p0) · J̇ri (p0)
)}} · v0, (2e)

with qG0
(p0, v0) as the centrifugal forces and gyroscopic terms of the end effector. The vector of the

actuator forces and torques is

Fk = (Ak · pL − Dk · J t6(p0) · v0). (2f)

Ak · pL is the vector of the actuator forces, Ak := diag(Ak1, . . . , Ak6) ∈ R
6,6 the matrix of the actuator

piston areas, pL := (pL1, . . . , pL6)T ∈ R
6 the vector of the pressure differences in the actuator

chambers, and FD(p1, v1) := Dk · żk = Dk · J t6(p1) · v0 ∈ R
6 the vector of the damping forces of

the actuators (see (6.28) and (6.29) of [29]), with zk as the vector of the actuator displacements, and
Dk := diag(dk1, . . . , dk6) ∈ R

6,6 as the matrix of the damping coefficients of the actuators.

Comment 1 (The inverse and direct kinematics of the MAP). In the model equations of both the robot
mechanics and the actuators, mappings will be used which transform the displacements of the actuators
(zk) into the DOFs of the test table (p0), and vice versa. The first mapping which is sometimes called
the inverse kinematic relation of the MAP will be abbreviated as (see (6.23)–(6.25g) of [29]):

zk = t t (p0) together with żk = ∂t t

∂ p0
· T0(p0) · v0 =: J t6(p0) · v0 (3a)

with zk := (zk1 , . . . , zk6 )T, zki as the displacement of the actuator i , and with J t6(p0) as the Jacobian
matrix of the inverse kinematic relations of the robot. This mapping is represented by an analytic
expression. The inverse relation of (3a)

p0 = t−1
t (zk) and v0 = T−1

0 (p0) ·
(

∂t t

∂ p0

)−1

· żk (3b)

is called the direct kinematic relation of the MAP. This relation can usually only be computed numerically.
In the model equations, the following variables will also be used: t̄ti := tti − |r |P Si with |r |P Si as the
constant distance of the actuator piston i from its attachment point on the base.
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The orientation of the actuator i is (see (8.181b), (8.185), and (8.187) of [29]):

ηi = tri (p0) with η̇i = d

dt
(tri (p0)) = ∂tri

∂ p0
· T0(p0) · v0, (3c)

and

ωLi
Li R = ALi R · H−1

i · ∂tri (p0)

∂ p0
· T0(p0) · v0 =: Jri (p0) · v0 with

(3d)
Jri (p0) := ALi R · H−1

i · ∂tri (p0)

∂ p0
· T0(p0) ∈ R

3,6.

The mechanical model equations (1) may be written in the form (see (8.227) and (6.30) of [29])

ṗ0 = T0(p0) · v0, (4a)

v̇0 = am(p0, v0) + bm(p0) · pL (4b)

with

am(p0, v0) := M−1(p0) · [ − qG(v0, p0) − qW (p0) − JT
t6 (p0) · Dk · J t6 (p0) · v0

] ∈ R
6 (4c)

and

bm(p0) := M−1(p0) · JT
t6 (p0) · Ak ∈ R

6,6. (4d)

These nonlinear mechanics equations (NM) may be compactly written in the nonlinear state-space
form:

ẋM = aM (xM ) + bM (xM ) · uM (5a)

with

xM := (
pT

0 , vT
0

)T ∈ R
12 as the state vector (5b)

and

uM = pL ∈ R
6 as the input vector, (5c)

and with

aM (xM ) :=
(

T0(p0) · v0

am(p0, v0)

)
∈ R

12 and bM (xM ) :=
(

06,6

bm(p0)

)
∈ R

12,6. (5d)

The model Equations (1a) and (1b) will be abbreviated by the letters NM, subsequently. They are the
basis for all computer simulations of the MAP. They are also used in the parameter identification of
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some model parameters and as the basis of the computed-force controller CF–NM (see Section 3).
Assuming massless actuators, and inserting

mi = mi+6 ≈ 0, i = 1, . . . , 6 (6a)

and

JLi
Pi

= JLi+6
Ci+6

≈ 03,3 for i = 1, . . . , 6 (6b)

into the model Equations (1a)–(2f), provides the simplified ODEs of the single-mass parallel robot:

ṗ0 = T0(p0) · v0 (7a)

M0(p0) · v̇0 = qG0
(p0, v0) + f 0(p0) + JT

t6 (p0) · Fk . (7b)

These model equations, called reduced mechanics (RM), serve as the basis of the model-based con-
trollers (CF–RM, FL–RMNP) of Section 3. Replacing in am (4c) and bm (4d) the functions M, qG , and
qW by the functions M0 (2d), −qG0

(2e), and − f 0 (2c), respectively, yields the model equations of the
reduced mechanical system (7a), (7b) which will be written in the form

ẋM = aR(xM ) + bR(xM ) · uM (8a)

with

aR(xM ) :=
(

T0(p0) · v0

ar (p0, v0)

)
∈ R

12 and bR(xM ) :=
(

06,6

br (p0)

)
∈ R

12,6, (8b)

ar (p0, v0) := M−1
0 (p0) · [+qG0

(v0, p0) + f 0(p0) + JT
t6 (p0) · Dk · J t6 (p0) · v0

] ∈ R
6 (8c)

and

br (p0) := M−1
0 (p0) · JT

t6 (p0) · Ak ∈ R
6,6. (8d)

The reduced nonlinear model Equations (7) are formally much less complex than the model Equations (4)
or (5), due to the fact that they only include a single rigid body (the end effector) and no joint models.
As a consequence, the control algorithms which take into account the model Equations (7) are much
simpler than those which are based on the model Equations (4).

Linearization of the reduced mechanical model Equations (8a) for a constant input vector uc := pLc

in an associated equilibrium point xMc = (pT
0c, 0T

6 )T provides the reduced linear model equations of
the MAP mechanics

˙̄xM = AR(xMc, uMc) · x̄M + BR(xMc, uMc) · ūM (9)

of the single mass model (8a) with

x̄M := xM − xMc ∈ R
12 and ūM := uM − uMc ∈ R

6

and the matrices AR(xMc, uMc) ∈ R
12,12 and BR(xMc, uMc) ∈ R

12,6, as shown in Section 6.2.5 of [29].
These model equations will be abbreviated by the linear mechanics (LM) expression.
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Figure 3. Schematic drawing of a servo-pneumatic actuator.

2.2. MODEL EQUATIONS OF THE SERVOPNEUMATIC ACTUATORS

Each actuator includes a torque motor (which moves the piston of the servo-valve), a servo-valve with
the control edges, and a cylinder (see Figure 3). Subsequently, it will be assumed (i) that the torque
motor is an ideal linear component (its transfer function has no poles and zeros), (ii) that the valve
mechanics may be described by linear model equations of the second order, (iii) that the leakage and
bypass flows are assumed to be zero, and (iv) that the control edges of the valves are considered to have
zero overlappings. The mechanical behavior of each of the six valves will be modeled both by the trivial
model equations, trivial valve model (TV)

xvi = kvi · uvi , i = 1, . . . , 6, (10a)

and by the linear ODEs LV (Linear Valve Model) (see [17, 23–27])

ẍvi + 2 · ζvi · ωvi · ẋvi + ω2
vi · xvi = kvi · ω2

vi · ui , i = 1, . . . , 6 (10b)

with the
• servo-valve piston displacements xvi (Figure 3),
• servo-valve gain factors kvi ,
• servo-valve damping factors ζvi , and
• servo-valve frequencies ωvi .

The model equation (10b) of the servo-valve includes both the static and dynamic behavior of
the servo-valve piston, whereas the model equation (10a) only represents its static behavior. The
pressure evolution in the actuator chambers (pI i , pI I i ) is modeled by the two nonlinear differential
Equations (11a) and (11b), assuming isentropic processes in the actuator chambers, constant tempera-
tures TS and TR of the gas, and constant system pressures pS and pR of the fluid power supply:

ṗI i = a′
AI i (ṁz I i (pI i , xvi ), pI i , żki ) (11a)

ṗI I i = a′
AI I i (ṁz II i (pII i , xvi ), pII i , żki ) (11b)
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with

a′
AI i = κ · [R · TIi · ṁ Z I i (pI i , xvi ) − Ak · żki · pI i ]

Ak · zki + V0I i
, (11c)

a′
AII i = κ · [R · TII i · ṁ Z II i (pII i , xvi ) + Ak · żki · pII i ]

Ak · zki − V0II i
, (11d)

and the
• actuator piston areas Ak = Aki (i = 1, . . . , 6),
• viscous damping coefficients dki of the actuator i ,
• actuator piston displacements zki ,
• pressures pI i and pII i in the actuator chambers I i and II i ,
• initial volumes V01i and V0II i of the actuator chambers I i and II i ,
• gas constant R, and
• adiabatic exponent κ .
The mass flows ṁ Z I i into and ṁ Z I I i out of the actuator chambers are

ṁ Z I i (pI i , xvi ) = −αD1i · A1i (xvi ) · ψ

(
pR

pI i

)
· pI i ·

√
2

R · TIi

+ αD2i · A2i (xvi ) · ψ

(
pI i

pS

)
· pS ·

√
2

R · TS
(12a)

and

ṁ Z I I i (pI I i , xvi ) = αD3i · A3i (xvi ) · ψ

(
pI I i

pS

)
· pS ·

√
2

R · TS

− αD4i · A4i · ψ

(
pR

pI I i

)
· pI I i ·

√
2

R · TI I
. (12b)

• The valve orifice areas A1i to A4i , which depend on the servo-valve piston displacements xvi are:

Ani =
{

π · dni · xvi for xvi ≥ 0

0 for xvi < 0
for n = 2, 4, (12c)

Ani =
{−π · dni · xvi for xvi ≤ 0

0 for xvi > 0
for n = 1, 3 . (12d)

• The flow coefficients of the valve orifices are αD1i to αD4i .
• The nonlinear flow functions ψ( pν

pµ
) of the control edges which depend on the pressure ratio pν

pµ
and

on the critical pressure ratio pcrit are:

ψ

(
pν

pµ

)
=





ψ0 ·

√

1 − ( pν
pµ

−pcrit

1−pcrit

)2
for pν

pµ
≥ pcrit

ψ0· for pν

pµ
< pcrit

, (12e)

where ν = R, I i, I I i, µ = S, I i, I I i ; ν �= µ ; i = 1, . . . , 6.
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• TIi and TI I i are the fluid temperatures in the actuator chambers I i and I I i .
Then the model Equations (11a) and (11b) can be written in the bilinear form

ṗI i = aAI i (żki , zki , pI i ) + bAI i (zki , pI i ) · xvi , (13a)

ṗI i = aAI I i (żki , zki , pI I i ) + bAI I i (zki , pI I i ) · xvi (13b)

with

aAI i := −κ · Ak · żki · pI i

Ak · zki + V0I i
, bAI i := κ · R · TIi · ṁ ′

z I i (pI i )

Ak · zki + V0I i
, (13c)

aAI I i := +κ · Ak · żki · pI I i

Ak · zki − V0I I i
, bAI I i := κ · R · TI I i · ṁ ′

z I I i (pI I i )

Ak · zki − V0I I i
, (13d)

ṁ ′
z I i := ṁz I i/xvi and ṁ ′

z I I i := ṁz I I i/xvi .

Collecting the model Equations (10b), (13a), and (13b) of the six actuators, yields the following
overall actuator model (which will be abbreviated by the letters NP (nonlinear pneumatics):

ẋA = a A(x) + bA(x) · uA and y A = cA(xA), (14a)

with

xA := (
pT

I , pT
I I , xT

v , ẋT
v

)T ∈ R
24, x := (

xT
M , xT

A

)T ∈ R
36,

p I := (pI 1, . . . , pI 6)T, p I I := (pI I 1, . . . , pI I 6)T, pL := p I − p I I ,

xv := (xv1, . . . , xv6)T, uA := (uv1, . . . , uv6)T, and (14b)

a A(x) := [
aT

AI (x1, x2, p I ) + [bAI (ṁ′
z I , zk) · xv]T, aT

AI I (x1, x2, p I I )

+ [bAI I (ṁ′
z I I , zk) · xv]T, ẋT

v , −(
ω2

v · xv

)T − 2 · (ζv · ωv · ẋv)T
]T ∈ R

24,

with

zk = t t (p0), xM = (pT
0 , vT

0 ),

a AI = (aAI 1, . . . , aAI 6)T, a AI I = (aAI I 1, . . . , aAI I 6)T,

ωv := diag(ωv1, . . . , ωv6)T, ω2
v = ωv · ωv,

ζv := diag(ζv1, . . . , ζv6) and zk := (zk1, . . . , zk6),
(14c)

bAI = diag(bAI1, . . . , bAI6), bAII = (bAII1, . . . , bAII6) ∈ R
6,6,

ṁ′
z I := (ṁ ′

z I 1, . . . , ṁ ′
z I 6)T, ṁ′

z I I := (ṁ ′
z I I 1, . . . , ṁ ′

z I I 6)T,

and

bA(xA) := [
06,6, 06,6, 06,6,

(
kv · ω2

v

)T]T ∈ R
24,6 (14d)

with

kv = diag(kv1, . . . , kv6) . (14e)
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It should be mentioned that the function a A (x) includes compositions of the functions a AI (zk, żk, p I ),
a AI I (zk, żk, p I I ) and bAI (m′

z I , zk), bAI I (m′
z I I , zk) with the inverse kinematic relations (3a). By intro-

ducing certain symmetry assumptions (see [23]), the two pressure evolution Equations (13a) and (13b)
in the variables p I and p I I , respectively, can be combined to a single vector equation in the variable
pL := p I − p I I . Linearization of this reduced model equation of the actuators in a suitable operation
point (xAc, uvc) yields, together with the trivial valve equation (10a), the reduced linear actuator model

˙̄xA := AAR(xAc, uvc) · x̄A + BAR(xAc, uvc) · ūv (15)

with

x̄A := xA − xAc = p̄L = pL − pLc ∈ R
6 and ūv := uv − uvc ∈ R

6 and AAR, BAR ∈ R
6,6 .

This linear actuator model, linear pneumatics will be abbreviated as (LP).
The nonlinear model Equations NM (5a) (test facility mechanics) and NP (14a) (actuators) provide,

together with the connection equations of these two equations

uM = pL := p I − p I I and zk = t t (p0) (16)

the nonlinear state-space equations of the test facility (MAP)

ẋ = a(x) + b(x) · u (17a)

with

x = (
xT

1 , xT
2 , xT

3 , xT
4 , xT

5 , xT
6

)T
:= (

pT
0 , vT

0︸ ︷︷ ︸
=xT

M

, pT
I , pT

I I , xT
v , ẋT

v︸ ︷︷ ︸
=xT

A

)T ∈ R
36,

u := uA := (uv1, . . . , uv6)T, (17b)

a(x) = (
aT

M (xM ), aT
A(xA)

)T

= [
(T0(p0) · v0)T, aT

m(p0, v0) + [bm(p0) · (p I − p I I )]T,

aT
AI (żk, zk, p I ) + [bAI (ṁ′

z I , zk) · xv]T, aT
AI I (żk, zk, p I I ) + [bAI I (ṁ′

z I I , zk) · xv]T, ẋT
v ,

− (
ω2

v · xv

)T − 2 · (ζv · ωv · ẋv)T
]T ∈ R

36,

and

b(x) = [
06,6, 06,6, 06,6, 06,6, 06,6,

(
kv · ω2

v

)T]T ∈ R
36,6.

The model Equations (17a) will be abbreviated by the expression NMNPLV (NM nonlinear mechanics
of the 13 mass model, NP nonlinear pneumatic model of the actuators, and LV linear valve mechanics).
This model serves as the basis of the computer simulations. The block diagram of these model equations
is drawn in Figure 4a.

Replacing the servo-valve equations LV (10b) by the equations TV (10a), and the model equations
of the 13-mass model (1a,1b) or (5a) by the single mass model equations RM (8a), provides the model
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equations RMNP (reduced mechanics) which obviously follow from the model Equations NMNPLV
(17a).

These nonlinear model equations (RMNP) are

ẋ1 = T0(x1) · x2

ẋ2 = ar (x1, x2) + br (x1) · (x3 − x4)
(18a)

ẋ3 = a AI (x) + bAI (x) · kv · uv

ẋ4 = a AI I (x) + bAI I (x) · kv · uv,

or abbreviated as

ẋ = a(x) + b(x) · u (18b)

with the new vectors:

x = (
xT

1 , xT
2 , xT

3 , xT
4

)T
:= (

pT
0 , vT

0 , pT
I , pT

I I

)T ∈ R
24,

u := uA := (uv1, . . . , uv6)T,

(where the vector components x5 and x6 are dropped), and the new operators

a(x) = [
(T0(p0) · v0)T, aT

r (p0, v0) + [br (p0) · (p I − p I I )]T,

aT
AI (żk, zk, p I ), aT

AI I (żk, zk, p I I )
]T ∈ R

24 (18c)

and

b(x) = [06,6, 06,6, (bAI (ṁ′
z I , zk) · kv)T, (bAI I (ṁ′

z I I , zk) · kv)T]T∈ R
24,6.

The model equations RMNP (18) serve as the basis of the feedback linearization controller FL–RMNP.
Combining the LM Equations (9) (test facility mechanics) and LP (15) (actuators) by means of the

connection equation

ūM := x̄A = p̄L , (19a)

yields the linear model equations of the test facility (abbreviated by the letters LMLP):

˙̄x = A(xc, uvc) · x̄ + B(xc, uvc) · ūv (19b)

with the state vector

x̄ := (
x̄T

1 , x̄T
2 , x̄T

3

)T = (
p̄T

0 , v̄T
0 , p̄T

L

)T ∈ R
18, ūv ∈ R

6 (19c)

and

A =
(

AR, BR

06,12, AAR

)
∈ R

18,18, B =
(

012,6

BAR

)
∈ R

18,6.
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Table 1. Collection of the subsystem models of the robot.

Collected subsystem models of the robot Abbreviation Equations

Nonlinear 13-mass model NM (5)

Nonlinear single-mass model RM (7)

Linear single-mass model LM (9)

Linear static servo-valve model TV (10a)

Linear dynamic servo-valve model LV (10b)

Nonlinear pressure evolution equations NP (13) and (14)

Linear reduced pressure evolution equations LP (15)

These model equations serve as the basis of the feedback linearization controller FL-LMLP in Section 3.
The gain scheduling controller GS-LMLP has been derived by using the model equations LMLP with
the operating point coordinates p0c and pLc as the gain-scheduling variables (see [30]). The different
robot models of the preceding discussion are collected in Table 1.

3. Control Algorithms

Control algorithms can be roughly classified by the amount of information about the plant they use.
A controller may have at its disposal: (i) information of the state of the plant obtained by sensing
elements (state feedback controller); (ii) information about the disturbances (disturbance rejection
controller); (iii) information about the structure and the model parameters of the plant which are
included in the control algorithm (model-based controller); and (iv) information about the uncertainty
about the correct state vector, the disturbances, the model equations, and the model parameters (robust
controller). Here different controllers of the categories (i) (state feedback controllers) and (iii) (model-
based controllers) will be applied to the MAP. Some of the controllers which have been used in the
computer simulations and laboratory experiments will now be briefly introduced, starting with the simple
controllers (which use a minimum information of the MAP) to the complexer controllers (which include
more and more information about the MAP). Each of the controllers includes the complete information
of the inverse kinematics (3a) of the MAP, either as a nonlinear kinematic decoupling prefilter (PD),
multi-sensor (MS), and PVG (pole-placement) controllers) or as a part of the nonlinear compensation
and decoupling controllers (the computed-force (CF), gain-scheduling (GS), and feedback-linearization
(FL) controllers). Apart from the kinematic decoupling prefilter, the first three controllers are basiquely
single-axles controllers: The simplest control concept includes for each of the six actuators a simple
linear PD controller together with the measured actuator displacements (zk ∈ R

6) as the feedback
signals. The linear multi-sensor controller (MS) has the same structure as the PD controller, but uses, in
addition to zk , also the measured actuator velocities żk and accelerations z̈k , and a linear differentiating
prefilter. The model equations of the MS controller are

u = K P · K M · [(
zT

kd , żT
kd , z̈T

kd

) − (
zT

k , żT
k , z̈T

k

)]
(20)

with the desired actuator displacements zkd ∈ R
6, and with the matrices of the controller coefficients

K P ∈ R
6,18 and K M ∈ R

18,18. The block diagram of the MS controller is shown in Figure 4b. The linear
pole-placement controller (PVG) has the same structure as the MS controller. It includes the additionally
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measured feedback signals xv (servo-valve piston displacements) and pL := p I − p II = uM (pressure
differences in the actuator chambers), and the signals ˆ̇xv obtained by a linear observer of the valve
mechanics.

The nonlinear computed-force controller decouples and compensates the kinematics and the kinetics
of the robot mechanics by means of its nonlinear inverse model (see [20–22, 31–33]). It does not
compensate the actuator dynamics. This controller provides, in addition, tracking control by using a
linear pole-placement controller together with a linear prefilter. The nonlinear decoupling and com-
pensation controller has been designed based on the nonlinear model equations of the robot mechanics
NM (5a):

(
ẋ1

ẋ2

)
=

(
T0(x1) · x2

am(xM )

)
+

(
06,6

bm(xM )

)
· uM , (21)

with the vector of the pressure differences uM := pL as the inputs of the robot mechanics. The CF–
NM controller has been derived in the following steps: (i) state space transformation into a suitable
nonlinear normal form, (ii) design of the nonlinear decoupling and compensation controller, and (iii)
design of a linear pole-placement controller and linear prefilter. The Steps (i) and (ii) yield the nonlinear
decoupling and compensation controller (Figure 5a):

uMd = b−1
m (xM ) · T−1

0 (x1) ·
[

u′ − d

dt
(T0(x1)) · x2 − T0(x1) · am(xM )

]
. (22a)

Step (iii) provides the pole-placement controller

u′ := u′′ − K 2 · T0(x1) · x2 − K 1 · x1 (22b)

and the linear prefilter

u′′ := ẍ1d + K 2 · ẋ1d + K 1 · x1d (22c)

with the desired vector of the positions/orientations of the end effector x1d . The CF–NM controller has
been derived by assuming an ideal force (pressure) behavior of the actuators. In order to justify this
assumption, the linear pressure controller (see Figure 5a)

u = kp · [uMd − pL ], pL = uM (22d)

has been included in the control loop. This control concept requires the mechanical and geometrical
parameters of the robot and measurements of the position and velocity of the end effector and of the
pressure differences. The computed force controllers CF–RM and CF–LM are obtained identically by
replacing the model equations NM (5) by the model equations RM (8) and LM (9), respectively.

The feedback linearization controller (FL–RMNP controller) compensates and decouples the entire
dynamics of the parallel robot (including the kinetics, the kinematics, and the pressure evolution of
the MAP) (see [20–22, 31–33]). The design of this controller is based on the model Equations RMNP
(18) which include the reduced Equations (7) of the test facility mechanics instead of the extended
Equations (5). This controller has been derived by the following steps: (i) computation of the relative
degree of the model (RMNP), (ii) state space transformation into a nonlinear normal form, (iii) design
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of the nonlinear decoupling and compensation controller, and (iv) design of a linear pole-placement
controller and of a linear prefilter. The Step (i) provides the relative degree r := 18 < 24 = n of
the plant model equations RMNP (18). The resulting so called internal system of the dimension 6
(6 = 24 − 18) has no influence on the system output (y = x1). Laboratory experiments and computer
simulations show that this internal system and its zero dynamics are stable. The zero dynamics occurs,
because only the difference pressure between the two actuator chambers act on the load. The zero
dynamics of the robot could be avoided if the pressure of each actuator chamber would be controlled by
an individual servo-valve. This solution is too expensive in common applications of servo-drives. The
observed stability of the zero dynamics enables the input/output feedback linearization of the nonlinear
system (18). The Steps (ii) and (iii) yield the nonlinear decoupling and compensation controller (see
Figure 5b)

u = β−1(Φ(x)) · [u′ − α(Φ(x))] (23a)

with the vector functions

β−1(Φ(x)) := k−1
v · [bAI (x3, x4) − bAI I (x3, x4)]−1 · b−1

r (x1) · T−1
0 (x1) ∈ R

6,6 (23b)

and

α(Φ(x)) := d2

dt2
(T0(x1)) · x2 + 2 · d

dt
(T0(x1)) · [ar (x1, x2) + br (x1) · (x3 − x4)] + T0(x1)

·
[

d

dt
(ar (x1, x2)) + d

dt
(br (x1)) · (x3 − x4) + br (x1)· (a AI (x) − a AI I (x))

]
∈ R

6.

(23c)

The step (iv) yields the pole-placement controller

u′ := u′′ − K 3 · Φ3(x) − K 2 · Φ2(x) − K 1 · x1 (23d)

and the prefilter

u′′ := K 3 · ẍ1d + K 2 · ẋ1d + K 1 · x1d , (23e)

with the components of the nonlinear state-space transformation

Φ(x) = (�1(x), �2(x), �3(x))T with

x1 := �1(x), ẋ1 := �2(x) := T0(x1) · x2, and (23f)

ẍ1 := �3(x) := d

dt
(T0(x1))·x2 + T0(x1) · [ar (x) + br (x1) · (x3 − x4)],

which maps the given plant model equations (RMNP) into the desired nonlinear control canonical form

ẋ′ = (
ẋ′

1
T, ẋ′

2
T, ẋ′

3
T
)T = α(x′) + β(x′) · u, x′ = Φ(x) (24a)
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Table 2. Subsystem models used in the control algorithms.

Control algorithm Model equations used

Nonlinear kinematic prefilter (3a)

Nonlinear computed force (CF–NM) Nonlinear 13-mass-model (5)

Nonlinear reduced computed force (CF–RM) Nonlinear single-mass model (8)

Linear compensation controller (CF–LM) linear single-mass model (9)

Feedback-linearization controller (FL–RMNP) (8), (14), and (10a)

Linear compensation controller (FL-LMLP) (9), (15), and (10a)

Gain-scheduling controller (GS-LMLP) (9), (15), and (10a) with variable operating point
coordinates as gain-scheduling variables

with the new state vector

x′ := (
ẋT

1 , ẋT
2 , ẋT

3

)T ∈ R
18 . (24b)

This enables to derive the controller FL–RMNP (23a). The gain-scheduling controller (GS) has been
derived along the same line as the above FL controller by using the linear plant model equations LMLP
(19b) with the coordinates of the chosen operation point vector (pT

0c, pT
Lc)T as the gain-scheduling

variables (see [30, 31]). The preceding model-based control algorithms are collected in Table 2.
In consideration of both the amount of work to derive and implement the control algorithms and the

hardware cost of the controllers and sensors, the above discussed controllers may be roughly divided
into four classes: (i) the PD controller with the kinematic decoupling controller, (ii) the MS and PVG
controllers, each with the kinematic decoupling prefilter, (iii) the CF controllers, and (iv) the GS and the
FL controllers. The efficiency of these controllers will be investigated by means of computer simulations
in the next section of this paper, and by laboratory experiments in Part II of this paper.

4. Computer Simulations

In all of the computer simulations presented in this paper, the model equations NMNPLV have been
used. They include, in addition to the Equations (18), friction models for each actuator (called Stribeck
models) and describe the behavior of the multi-axles test facility (MAP) driven by six non-redundant
actuators (see Figure 1c). The model equations and control algorithms of the MAP of Figure 1d with
eight (redundant) actuators are discussed in [19] for a planar MAP and in [20] for a spatial MAP. The
derived algorithms enable to achieve predetermined time histories of some components of the resulting
constraint forces/torques. They have been used to prestress the overall system. These rather complex
model equations which include the 13-mass model of the robot mechanics (5), the nonlinear extended
pressure evolution equations of the actuators (15), together with nonlinear friction models for each
of the actuators, and the dynamic linear models (10b) of the servo-valve are the most sophisticated
models of the robot which have been derived and applied. The computer simulations of the robot have
been extensively used; (i) to find constructional alternatives of the laboratory set-up; (ii) to choose a
proper layout of the test facility; (iii) to study the dynamic behavior of the test facility both in normal
operation and in limit situations in order to avoid the risk of its destruction in laboratory experiments;
(iv) to check the functioning and efficiency of the different control algorithms; (v) to investigate
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different configurations of sensing elements and drives; (vi) to check the functioning of the different
hardware components in hardware-in-the-loop simulations; and (vii) to serve as a helpful instrument for
implementing the control algorithms in the test facility hardware, using rapid-prototyping techniques.

The computer simulations have been performed using different command-input signals, control
algorithms, sensor configurations, actuator configurations and mechanical loads, and modified model
parameters: (i) The applied command-input signals are modified earthquake signals in three DOFs of
the test table, sine-sweep signals in the six DOFs of the test table, spatial and planar motions of the test
table on a circle, on the surface of a ball, on the surface of a cylinder, and straight-line motions between
the corners of a cube. (ii) The control algorithms which have been tested together with the associated
sensing elements are (see Section 3): a PD-controller, a multi-sensor controller (MS), a pole-placement
controller (PVG), different types of linear and nonlinear computed force controllers (CF–LM, CF–RM,
CF–NM), gain-scheduling controllers (GS), feedback linearization controllers (FL–LMLP and FL–
RMNP), and a sliding-mode controller (SM). The parameters of each of these controllers have been
kept constant in all computer simulations and laboratory experiments. (iii) The computer simulations
have been performed with different actuator configurations: six, seven, and eight actuators. Significant
model parameters such as the mass and the moments of inertia of the test table and load, the system
pressure of the actuators, the upper limit frequency of the servo valves, and the sampling rate of the
signals were modified. (iv) The evaluation criteria of the controllers were the effort and cost of the
controller design: the time needed to derive the analytical model equations, the complexity (length) of
the model equations, the computation time of the control algorithms, the effort to implement the control
algorithms (the size of the control algorithms), the cost of the control hardware (electronic circuits and
sensing elements), and the quality of the control system in nominal operation (tracking, stability) and
under parameter variations (sensitivity, robustness). Some of the computer simulation results are shown
in the Figures 6a–11. The Figures 6a–8b have the following structure: Column 1 includes the command-
input signals (desired outputs). The remainder four columns contain the actual outputs (Figures 6a, 7a
and 8b) or the output errors defined as the differences between the desired and the actual outputs
(Figures 6b, 7b and 8a) obtained by using the PD-, MS-, CF–RM, and FL–RMNP-controllers, each as a
representative of one of the four classes of controllers introduced in Section 3. The first six rows of the
figures show the time histories of the six DOFs of the test table. The rows 7 to 12 include the associated
accelerations. The CPU-time needed by a controller to process the control algorithm has been chosen
as a measure of the cost of the controller. It turned out to be proportional to the length (complexity)
of the control algorithm and to the amount of work needed to derive the underlying model equations
and the model-based controller. It can also (cum grano salis) be considered to be proportional to the
cost of the electronic hardware and the sensing elements required by the algorithm. The CPU times
are plotted in row 13 of the figures. The last two rows of each figure include two quality indices of the
control loops which were computed for each command-input signal, one for judging the quality of the
trajectories (DOFs) of the test table, and the other as a quality measure of the associated accelerations.
These quality indices are defined by the following expressions:

qx := 6 ·
{

6∑

i=1

∫ tend

0
|x1id − x1i | dt

}−1

(25a)

and

qẍ := 6 ·
{

6∑

i=1

∫ tend

0
|ẍ1id − ẍ1i | dt

}−1

(25b)
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(a)

Figure 6. (a) Tracking and decoupling behavior due to modified earthquake signals as inputs. (b) Control errors due to modified
earthquake signals as inputs.

(Continued on next page)
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(b)

Figure 6. (Continued.)
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(a)

Figure 7. (a) Tracking and decoupling behavior for motions between the corners of a cube. (b) Control errors for motions between
the corners of a cube.

(Continued on next page)
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(b)

Figure 7. (Continued.)
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(a)

Figure 8. (a) Control errors for motions on the surface of a ball. (b) Tracking and decoupling behavior for a sine-sweep command-
input signal.

(Continued on next page)



www.manaraa.com

Mathematical Modeling, Control, Computer Simulation and Laboratory Experiments 411

(b)

Figure 8. (Continued.)



www.manaraa.com

412 H. Hahn

Figure 9. Improved system behavior for sine-sweep command-input signals obtained for tuned parameters of the controller
FL–RMNP in computer simulations.
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Figure 10. Spatial motions of the end effector obtained for different controllers and command-input signals.
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Figure 11. Quality check of the computer simulations.
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with

x := (x11, x12, x13, x14, x15, x16)T = (xP , yP , z p, φ, θ, ψ)T,
(25c)

ẍ := (ẍ11, ẍ12, ẍ13, ẍ14, ẍ15, ẍ16)T = (ẍP , ÿP , z̈ p, φ̈, θ̈ , ψ̈)T,

and tend (tend = 16 s) as the simulation interval. The Figures 6a and 6b show the computer simulation
results obtained by “modified” earthquake signals as the command-input signals (no desired rotations).
These figures show that both the tracking (translational motions and accelerations) and the decoupling
behavior (torsional motions and accelerations) of the test facility are stepwise improved by using
controllers of increased complexity. This can be seen by direct inspection of the transient signals and
by reading the quality indices. The controllers MS and CF provide results of medium quality. Only the
controller FL–RMNP nearly provides ideal results. The controllers could be further improved by tuning
the parameters of the linear parts of the controllers to the chosen input signal (compare the Figures 8b
and 9). In the Figures 7a and b, computer simulation results are shown for motions between the corners
of a cube. Again, the quality of the control loop is much better for the sophisticated controllers compared
with the simpler controllers, as is seen by direct inspection of the time histories of the motions and
accelerations of the test facility and by reading the quality numbers. The FL–RMNP controller provides,
again, the best results, but the tracking behavior of the translational accelerations is no longer ideal,
whereas the torsional DOFs are well decoupled. Such motions are commonly required in applications
of parallel robots as machine tools and motion simulators. Here the time histories of the accelerations
of the DOFs play a minor role compared with the trajectories of the spatial motion of the end effector
or simulation platform. In Figure 8a, the simulation errors of the motion of the test table (end effector,
simulation platform) on the surface of a ball are shown. The control loop provides for this motion results
which are qualitatively similar to the results of Figure 7a. Sine-sweep acceleration signals in all DOFs
of the test table within the frequency range from 0–16 Hz and with a frequency increase of 1 Hz/s make
the highest demands on the parallel robot, as is shown in Figure 8b. Here, even the FL-controller no
longer provides an ideal tracking and decoupling behavior of the accelerations of the DOFs of the test
table. Here again, the system behavior can be severely improved by tuning the parameters of the linear
controllers to this specific command-input signal (see Figure 9). An overview of the quality of control of
the MAP obtained for different command-input signals and controllers is obtained by visual inspection
of Figure 10, where the spatial motions and the tracking errors of the end effector are drawn. The quality
of control of the robot simulations due to the different command-input signals and control algorithms
is evaluated by means of the quality indices qx and qẍ in Figure 11. These figures quantitatively
confirm:
1. The quality of control obtained by conventional PD-controllers in combination with the nonlinear

kinematic decoupling prefilter is poor for all types of the command-input signals used. This control
concept is currently still most often used in practical applications of parallel robots.

2. The quality of control is stepwise increased by using model-based controllers of a stepwise increased
complexity.

3. The different computed-force controllers (CF) only slightly improve the control system with respect
to the simpler MS-and PV-controllers. This implies that the detailed information of the kinetic behav-
ior of the test facility mechanics (gyroscopic terms, centrifugal forces, etc.) is of minor importance
for the controller design of the above experiments.

4. The feedback-linearization controllers (FL) which include detailed information of both the kinematic
and kinetic behavior of the test table and the pneumatic actuators provide the by far best tracking
and decoupling behavior of the robot.
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5. Conclusions

The essential results of this paper are that – at least in the computer simulations – modern linear and
nonlinear model-based controllers may tremendously improve the dynamic behavior of a parallel robot.
But this result can only be obtained if (i) both the model equations of the essential components of
the robot and the model parameters are carefully derived, and (ii) if the most important properties of
the model equations are included in the controllers. An unexpected result is that the computed-force
controllers (CF) which include the basic kinetic properties of the test-facility do not provide much better
results than the much simpler MC-controller which does not explicitly include such detailed information
about the MAP. As the feedback linearization controllers (FL) provide much better results, it must be
concluded that the inclusion of the actuator dynamics into the control algorithms plays a key role in these
experiments. As till now the above results only hold in the virtual world of the computer simulations,
laboratory experiments are needed in a next step, which include the same parallel robot and the same
control algorithms, and which are driven by the same spatial command-input signals as the preceding
computer simulations. These experiments will prove whether the computer simulations are close enough
to reality such that the above results are relevant for industrial applications. In a current research project,
a test stand has been built which provides answers to these practically important questions.
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